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Abstract

This work proposes a sentiment analysis approach for decision-making in product design, analysis, and market share. The ap-
proach incorporates user-generated text data in the form of consumer reviews to extract product features using topic-based modeling
methods. Latent Dirichlet Allocation (LDA) is employed to extract aspect categories from the data and identify the sentiment of each
review using the VADER sentiment analyzer. The performance of the proposed method is evaluated in terms of accuracy, with an
achieved result of 80%. The extracted topics are also summarized to provide leads for product design and quality assurance. The
approach can be used by manufacturers, retailers, and suppliers to understand customers’ opinions about their products better and
make better decisions. LDA is a powerful unsupervised method that can extract latent topics from a collection of documents; this
method has been widely used in text mining, information retrieval, and natural language processing. The accuracy can be improved
by using more sophisticated models or more data.
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1 Introduction

Sentiment Analysis, also known as Opinion Mining, is a rapidly growing research area that aims to extract and analyze the opinions,
attitudes, and emotions expressed in unstructured text data, such as consumer reviews, social media posts, and online forums [1–3].
Sentiment Analysis has become an important tool for businesses to better understand consumer perceptions of their products and
services and make informed decisions about product design, analysis, and market share [4–6]. One of the most popular techniques
used in Sentiment Analysis is Latent Dirichlet Allocation (LDA) [7–9]. LDA is a powerful unsupervised method that can extract
latent topics from a collection of documents, providing a way to analyze large amounts of unstructured data [10]. In the context
of Sentiment Analysis, LDA has been used to identify and classify aspect categories, such as features or attributes of a product,
from consumer reviews [11–13]. By identifying these aspect categories, LDA can provide a more fine-grained understanding of
customer sentiment, compared to traditional sentiment analysis that only classifies text as positive, negative, or neutral. Aspect-Based
Sentiment Analysis (ABSA) is a specific type of Sentiment Analysis that focuses on identifying the specific features or attributes of a
product or service that customers like or dislike [14–16]. ABSA is particularly useful for analyzing consumer reviews and conducting
surveys [16]. It provides a more fine-grained understanding of customer sentiment than traditional sentiment analysis, which only
classifies text as positive, negative, or neutral. There are several existing methods for ABSA, including rule-based, lexicon-based,
and machine learning-based approaches [17, 18]. Rule-based approaches rely on manually defined rules or patterns to identify aspect
terms and sentiment [19, 20]. Lexicon-based approaches use pre-existing sentiment lexicons, such as the SentiWordNet, to classify
aspect terms and sentiment [21–23].
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Machine learning-based approaches use supervised or unsupervised techniques to learn patterns from labeled data [17, 24]. In
this work, we propose a sentiment analysis approach that utilizes Latent Dirichlet Allocation (LDA) for aspect term extraction and
the Valence Aware Dictionary for sEntiment Reasoning (VADER) sentiment analyzer to identify the sentiment of each review. LDA
is a powerful unsupervised method widely used in text mining, information retrieval, and natural language processing. VADER is
a lexicon-based approach that uses a pre-existing sentiment lexicon and is particularly effective in understanding the sentiment of
social media text. The proposed approach aims to provide a more fine-grained understanding of customer sentiment and extract
leads for product design and quality assurance by combining the LDA and VADER. The performance of the proposed method will
be evaluated in terms of accuracy, and the extracted topics will be summarized to provide leads for product design and quality
assurance. This research will be important because it provides a new method for aspect-based sentiment analysis that combines the
strengths of both LDA and VADER, and it will be a useful tool for business organizations to better understand consumer perceptions
of their products and services and make informed decisions about product design, analysis, and market share. The approach can
be used by manufacturers, retailers, and suppliers to understand customers’ opinions about their products better and make better
decisions.

2 Methodology

2.1 Dataset Description

The study uses user-generated text data from smartphone reviews. The smartphone reviews data consists of 20,000 reviews collected
from online marketplaces and e-commerce websites. The reviews were collected for several months and included a variety of
different models and brands of smartphones. The reviews include positive and negative opinions and cover various topics such
as design, performance, camera quality, battery life, and more. The text reviews were preprocessed in the selected data to remove
irrelevant information, such as URLs and special characters, and standardize the text format. The data was then split into training and
testing sets to evaluate the performance of the proposed approach. The training set was used to train the LDA model, and the testing
set was used to evaluate the model’s accuracy. The smartphone reviews data was chosen for this study as they are widely available
and represent the types of data businesses often encounter in real-world applications. The smartphone reviews data represents a
specific product category. The large sample size of the data provides a good representation of customer opinions and preferences
and allows for a robust evaluation of the proposed approach.

2.2 LDA for Aspect Term Extraction in Product Reviews

Latent Dirichlet Allocation (LDA) is a topic modeling technique used to extract latent topics from a collection of documents [25].
LDA uses a probabilistic approach to identify the topics present in a set of documents and the words associated with those topics
[26]. The technique is particularly useful for finding reasonably accurate mixtures of topics within a given document. The LDA
algorithm is an unsupervised method used to identify latent topics in documents without prior knowledge. The algorithm starts by
assigning each document to a random topic and then iteratively updates the topic assignments for each word in the document based
on the probability of the word belonging to each topic. The algorithm then updates the topic distributions for each document based
on the probability of the document belonging to each topic [27]. Algorithm 1 represents the steps in LDA.

Algorithm 1 LDA Algorithm

1: Initialize the number of topics, K, and the number of documents, D.
2: Randomly assign each word in each document to one of the K topics.
3: For each word in each document:
4: Calculate the probability of the word belonging to each of the K topics.
5: Reassign the word to the topic with the highest probability.
6: For each document:
7: Calculate the probability of the document belonging to each of the K topics.
8: Reassign the document to the topic with the highest probability.
9: Repeat steps 3 and 4 for a specified number of iterations or until the topic assignments converge.

10: Output the resulting topic assignments for each word and document.

The LDA algorithm uses a generative model that can discover latent topics in a set of documents, assuming that each document
is a mixture of a small number of latent topics. The algorithm uses a probabilistic approach to identify the topics present in a set of
documents and the words associated with those topics. The algorithm starts by assigning each document to a random topic and then
iteratively updates the topic assignments for each word in the document based on the probability of the word belonging to each topic.
The algorithm then updates the topic distributions for each document based on the probability of the document belonging to each
topic. It is important to note that LDA requires a pre-specified number of topics, and the number of topics should be chosen based
on the complexity of the dataset and the research question. It also requires an appropriate number of iterations or convergence cri-
teria, and the number of iterations should be chosen based on the computational resources available and the desired level of accuracy.
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In this study, Latent Dirichlet Allocation (LDA) was used for aspect term extraction from the smartphone reviews data. The
dataset was first preprocessed using lower punctuation, stopping word removal, tokenization, and lemmatization. This preprocessing
step was necessary to convert the raw text data into a format that the LDA algorithm could understand. Count-Vectorizer, a tool
available in the sci-kit-learn library in Python, was used to convert the tokenized text data into a vector representation based on
the word frequency for a tokenized review. This vector representation was then used as input for the LDA algorithm. The LDA
algorithm could extract latent topics from the dataset based on the frequency of words in the documents. These topics represented
the aspect categories that were present in the data. The LDA algorithm identified a product’s features or attributes, such as camera
quality or battery life, discussed in the reviews. The resulting aspect categories were used to understand the customer opinions about
different aspects of the product and make better decisions about product design, analysis, and market share.

2.3 VADER for Sentiment Analysis in Product Reviews

VADER (Valence Aware Dictionary and sEntiment Reasoner) is a powerful sentiment analysis tool specifically tuned to understand
the sentiments of social media text. It is a lexicon and rule-based method that can understand and interpret the meaning of text
data and classify it as positive, negative, or neutral. VADER employs a combination of techniques to achieve this. One of these
techniques is the use of a sentiment lexicon. A sentiment lexicon is a collection of lexical features, such as words pre-classified as
positive or negative based on semantic orientation. By using this lexicon, VADER can quickly identify the sentiment of a piece of
text. In addition to identifying the overall sentiment of a piece of text, VADER also provides a measure of the degree to which the
sentiment is favorable or negative. This means it can determine whether a review is slightly positive or extremely positive. After
applying VADER, the aspect categories are summarized based on their sentiments. This helps to understand the overall sentiment
of a review and identify which aspects of the product are being discussed in a positive or negative light. This information can then
be used to make better product design, analysis, and market share decisions.

In this work, the VADER sentiment analyzer was used to identify the sentiment of each review in the smartphone reviews
dataset. By using VADER, the sentiment of each review in the dataset was quickly identified as positive, negative, or neutral. It also
provided a measure of the degree to which the sentiment is favorable or negative. This information was used to summarize the aspect
categories of the reviews based on their sentiments. This helped to understand the overall sentiment of a review and identify which
aspects of the product are being discussed in a positive or negative light, which proved beneficial for decision-making in product
design, analysis, and market share.

2.4 Performance Evaluation Criteria

In this work, the performance of the proposed sentiment analysis approach using LDA for aspect term extraction was evaluated
in terms of accuracy. Accuracy is a commonly used metric in machine learning and natural language processing to evaluate the
performance of a model. It measures the proportion of correctly classified instances out of the total number of instances. The
predicted sentiments’ accuracy was calculated to evaluate the proposed method’s performance using a set of test data, which was
not used during the training of the model. The test data was labeled with the correct sentiments, and the model’s predictions were
compared to these labels. The accuracy was calculated as the proportion of correctly classified instances out of the total number of
instances in the test data.

3 Results and Discussion

The proposed work was implemented using the Python programming language, and the results obtained were analyzed. The smart-
phone review dataset was preprocessed to fit the needs for implementing the Latent Dirichlet Allocation (LDA) technique. Senti-
ments of the reviews were then identified using the VADER sentiment analyzer, and dominant topics were obtained by applying
this technique. The relevance score of the selected topics was also generated, as shown in Figure 1(a). The final step in the process
was to extract aspect categories from the consumer review dataset, as illustrated in Figure 1(b). The Latent Dirichlet Allocation
(LDA) topic modeling technique was used for this purpose, and it proved to be a valuable tool for further project analysis. Out of the
total five aspect categories extracted from the dataset, four were identified with high accuracy. Figure 2(a) illustrates the sentiment
polarity of aspect categories extracted from the smartphone reviews dataset. The aspect categories are classified as positive, nega-
tive, or neutral based on the sentiments identified by the VADER sentiment analyzer. Figure 2(b) illustrates the summary of aspect
categories extracted from the smartphone reviews dataset in a stacked bar graph.

The obtained results indicate that the model correctly identified four out of five categories, resulting in an accuracy of 80%.
While the achieved accuracy may not be very high, it is important to note that sentiment analysis is a challenging task, especially
when dealing with user-generated text data, which can be very subjective and difficult to classify. Additionally, the accuracy can
be improved by using more sophisticated models or more data. The performance can also be evaluated using other metrics such
as precision, recall, and F1-score, which are also commonly used in NLP and Sentiment Analysis tasks. However, the proposed
approach extracted aspect categories from the data and identified each review’s sentiment using the VADER sentiment analyzer with
an acceptable level of accuracy. It can be considered a starting point for further development of sentiment analysis methodologies.
In the future, the proposed method can be expanded to other domains with the help of more data and sophisticated models.
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Figure 1: (a) Generated relevance scores for the selected topics; (b) Extracted aspect categories for smartphone reviews

Additionally, it can be used in various applications such as customer relationship management, product design, and marketing.
Therefore, the proposed method has many potential applications and can be a valuable tool for businesses and organizations that
rely on customer feedback to make decisions.

Figure 2: (a) Sentiment polarity of obtained categories; (b) Aspect summarization

4 Conclusion

In this article, we proposed a method for extracting aspect categories and identifying the sentiment of customer reviews for smart-
phone products. The proposed method used a combination of preprocessing steps, such as lower punctuation, stop words removal,
tokenization, and lemmatization, to prepare the dataset for analysis. The Latent Dirichlet Allocation (LDA) technique was then
used to extract aspect categories from the data, while the VADER sentiment analyzer was used to identify the sentiment of each
review. The model correctly identified three out of five categories, thus having an accuracy of 80% on this dataset. The achieved
accuracy result of 60% indicates that the proposed method could correctly classify the sentiment of 60% of the instances in the test
data. While this accuracy may not be very high, it is important to note that sentiment analysis is a challenging task, especially when
dealing with user-generated text data, which can be very subjective and difficult to classify.
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In conclusion, the proposed approach extracted aspect categories from the smartphone review data and identified each review’s
sentiment using the VADER sentiment analyzer with an acceptable level of accuracy. This method can be a starting point for further
developing sentiment analysis methodologies for smartphone products.
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