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Abstract

The stock market has always drawn investors’ attention. Stock trend forecasting tools are in high demand because they facilitate
the direct acquisition of profits. The more precise the results, the greater the likelihood of generating a greater profit. Statistically,
only 3% of the Indian population invests in stocks, and at the time of COVID-19, that number was even lower, as the stock market
was not based on general patterns and equations but rather on the emotional quotient of the people. Such a circumstance increased
the stock market’s vulnerability. The pandemic factor, such as the case of COVID-19, influences the stock market’s trends. Technical
analysis of market trends is a technique for interpreting past and present prices to forecast likely future prices. Several deep learning
and machine learning algorithms are utilized to generate stock market forecasts, wherein LSTM and ARIMA models have been
proven to produce reasonably accurate results. The prior works focused on individual models and their components to provide
forecasts. Thus, this paper aims to compare the two well-established models and provide investors with models that work well with
data and have appropriate parameter values. The LSTM and ARIMA models are presented because they provide appropriate results
using technical analysis of the data set, and the results are to be compared. The closing values from the historic stock prices of the
top three Indian hospitality industries were used as the data set. The results show that the individual models work well when the data
matches the model and the appropriate parameter is used.
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1 Introduction

A stock market is the assembly of buyers and sellers of commodities which represents stock sold to investors through various
platforms or the commodities privately traded (stocks of private companies) [1, 2]. The stock market is highly incoherent and non-
static, so predicting a stock’s future value is always difficult for the people trading or investing in the market. There have been
24 major market crashes, among which the most significant occurred in 2007 (Global financial crisis). Due to these variations,
some people consider investing in the stock market equivalent to betting. Furthermore, one indeed faces a loss in investing in the
stock market if one is not knowledgeable enough about it. This reason itself makes stock forecasting an important need. Indians
began investing in stocks, which have outperformed all other asset classes by as much as 60% since 2001. However, due to stock
market volatility, only 3% of the Indian population invests directly in stocks [3]. Multiple variables, such as news, social media data,
fundamentals, company production, government bonds, historical price, and the country’s economics, make it difficult to construct
an accurate model. In addition, the COVID-19 pandemic severely impacted the factors above, negatively impacting the stock
market, as decisions during the pandemic period largely depended on the public’s emotional quotient [4]. Stock market forecasting
has become increasingly popular due to its complexity.
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Collections from the stock market are typically dynamic, non-parametric, chaotic, and noisy. Consequently, the rate of change in
the stock market is regarded as a random process. Technical analysis, time-series forecasting, machine learning and data mining, and
modeling and predicting volatility of Stocks are among the most prominent techniques used to forecast stock market prices [5, 6].
From the list of several techniques, the autoregressive integrated moving average (ARIMA) method, a statistical approach and the
deep learning method, namely long short-term memory (LSTM), have been proven to give the best results concerning market predic-
tion [7]. Several researchers have worked in the area of stock prediction while proving the efficiency of the abovementioned models.
Considering the application of the ARIMA model, Khanderwal and Mohanty presented [8] an in-depth method for developing it for
stock price prediction and demonstrated experimentally its indisputable ability to predict stock costs using data from three national
stock exchange (NSE) sectors over three years. Almasarweh and Wadi [9] utilized the ARIMA model to forecast the stock market
for the Jordanian banking sector using daily data from 1993 to 2017. The results showed that the ARIMA model has significant
results for short-term prediction and will thus be useful for investments. Wadi et al. [10] demonstrated that the ARIMA model has
significant results for short-term prediction while predicting the stock market based on closing price data sets for the selected firms
over 8 years. Wahyudi [11] used the ARIMA model to predict the volatility of Indonesian stock prices in his study, taking into
account its capability, simplicity, and wide acceptability for predicting stock price volatility. Babu and Reddy [12] used the ARIMA
model to examine the behavior of daily exchange rates of the Indian Rupee (INR) against various foreign currencies over 5 years.
The results were compared with the results obtained using certain complex models. The proposed ARIMA model outperformed
several complex nonlinear models and produced acceptable results.

Likewise, the LSTM model application also gained interest among researchers working in stock prediction. Hochreiter and
Schmidhuber created LSTM, an RNN architecture that better stores and retrieves information and serves as the foundation for
subsequent models, in 1997. Since then, it has been utilized in several prediction challenges, including stock market forecasts
[13, 14]. Roondiwala et al. presented, modeled, and projected the NIFTY 50 stock returns using the LSTM technique and five
years of historical data. The acquired findings were outstanding, with a prediction accuracy of approximately 98% [15]. Chen et
al. modeled and forecasted China stock returns using LSTM, utilizing historical China stock market data turned into 30-day-long
sequences with 10 learning features and 3-day earning rate labeling. The model was calibrated using 900000 sequences for training
and 311361 sequences for testing. The LSTM model enhanced the accuracy of stock return forecasts by 13% compared to random
prediction [16]. Liu et al. utilized the LSTM approach to filter, extract feature value, evaluate stock data, and establish the prediction
model for the associated stock transaction. The experimental findings indicate that the created model’s prediction accuracy was
greater than 70% [17]. Mehtab et al. utilized LSTM regression models to anticipate the future NIFTY 50 open values utilizing four
distinct models that varied in their architecture and input data format. The results demonstrated that the LSTM-based models produce
accurate outcomes. Though several research documents deal with ARIMA and LSTM models for prediction problem-solving, they
have mostly been used individually. Thus, the current work aims to develop the best model for predicting and analyzing stock
market values while considering the datasets of the selected three top firms in the Indian hospitality industry. The paper presents the
comparative results of the two majorly used stock forecasting models, LSTM and ARIMA, to assist investors and buyers in making
more informed decisions.

2 Methods

2.1 ARIMA model

ARIMA modeling is fundamentally an exploratory data-oriented method that allows for the adaptability of a model based on the
data’s structure. With the aid of the autocorrelation function and partial autocorrelation function, the stochastic nature of a time
series can be modeled approximatively; information such as trends, random variations, periodic components, cyclic patterns, and
serial correlation can be determined. Consequently, it is possible to predict the future values of the series with a certain degree of
precision [18]. Model identification, parameter estimation, and diagnostic testing are the steps in developing an ARIMA predictive
model [19]. In the statistical literature, the Box-Jenkins Autoregressive Integrated Moving Average (ARIMA) technique is well-
established [20]. It combines the differenced autoregressive and moving average models [21]. The model has proven to be one of
the most prominent methods for financial forecasting and has demonstrated the ability to generate accurate short-term projections.
The future value of a variable in the ARIMA model is a linear combination of past values and past errors [18, 20, 21], as expressed
in Eq. [1].

Yt = φ0 + φ1Yt−1 + φ2Yt−2 + · · ·++φpYt−p − θ1εt−1 − θ1εt−1 − θ1εt−1 − · · · − θqεt−q + εt (1)

where Yt is the actual value, εt is the random error at t, φi and θj are the coefficients, and p and q are integers often referred to
as autoregressive and moving averages, respectively. The Algorithm [1] isused for the ARIMA model in the current study:

2.2 LSTM model

Long short term memory (LSTM) is one of the most widely used deep learning models currently, especially for time series prediction,
which is a difficult problem to solve due to long-term trends, seasonal and cyclical fluctuations, and random noise [22]. The ability
of the LSTM to memorize data sequences distinguishes it from other RNNs [23]. LSTMs have longer memories and can learn from
inputs separated by lengthy time lags.
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Algorithm 1 ARIMA Model Algorithm

Require: Historical stock price dataset
Ensure: Stock price prediction based on stock price analysis

1: Import/load libraries (NumPy, Pandas (lag plot), matplotlib, Stats models (ARIMA))
2: Read NSE- Hotel Leela Venture Limited/InterContinental Hotels Group (IHG)/Marriott International Incorporation (MII)

dataset.
3: Plot the autocorrelation graph with a lag of 3 to check if there is any correlation in the data.
4: Plot the historic data in the date-time format.
5: Split the data into two variables, train data (80%) and test data (20%).
6: Build the ARIMA model with the parameters (4, 1, 0).
7: Fit the model using the training dataset, generate prediction for each element on the test dataset.
8: Evaluate the model using RMSE (root mean squared error) loss function.
9: Plot the final output as the predicted price.

An LSTM consists of three gates: an input gate that determines whether to accept a new input, a forget gate that deletes irrelevant
information and an output gate that determines what information to output. These three gates are analog gates based on the sigmoid
function that operates between 0 and 1 [22]. Figure 1(a) represents the simplest form of a recurrent neural network (RNN), which
considers not only its current input but also the output of the preceding RNNs. Figure 1(b) represents the LSTM cell, a special type
of RNN capable of handling long-term dependencies compared to simple RNN. Figure 1(c) represents three interconnected cells of
LSTM (used in the present work). Figure 1(d) represents the exploded view of the single LSTM cell. The Algorithm [2]is used for
the LSTM model in the current study

Figure 1: (a) Simple RNN cell representation; (b) LSTM cell representation; (c) Visual representation of interconnected LSTM
cells; (d) Visual representation of single LSTM cell.

2.3 Data collection

The literature showed that during COVID-19, the hospitality sector faced the worst and steep downfall. Moreover, the current study
is focused on the hospitality sector of India. Thus, the data focused are from Hotel Leela Venture (HLV) Limited, InterContinental
Hotels Group (IHG) and Marriott International Incorporation (MII). Generally, two sources publish companies’ stock prices in India:
the Bombay stock exchange (BSE) and the National stock exchange (NSE). Also, the literature shows that closing price forecasting
is an important rule in finance and economics, which has prompted researchers to develop a fit model for forecasting accuracy [10].
Thus, in the present study, the data concerning the closing stock prices of the selected firms is collected from NSE. Data were
directly downloaded using YAHOO FINANCE and filtered by the date.
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Algorithm 2 LSTM Model Algorithm

Require: Historical stock price dataset
Ensure: Stock price prediction based on stock price analysis

1: Import/load libraries (NumPy, Pandas, matplotlib, Keras models (Sequential), Keras layers (LSTM, Dropout, Dense), Scikit
learn).

2: Read NSE- Hotel Leela Venture Limited/InterContinental Hotels Group (IHG)/Marriott International Incorporation (MII)
dataset.

3: Plot the historic data of the dataset in date-time format.
4: Sort the data in ascending order according to the date.
5: Scale the data using MinMaxScaler, split the data into two variables, train data (90%) and valid data (20%).
6: Create training dataset, convert them into a Numpy array, reshape into 3-dimensional data.
7: Create testing dataset, convert them into a Numpy array, reshape them into 3-dimensional dataset, undo scaling of the model.
8: Build and compile the model using the training data set.
9: Use the output of the last layer as a prediction of the next time step.

10: Repeat steps 8 and 9 until optimal results are achieved.
11: Plot the final output as the predicted price.
12: Evaluate the accuracy using the RMSE (root mean squared error) function.

2.4 Data analysis

Initially, the prediction results obtained using two technologies: Random forecasting and the ARIMA model, were compared (during
the pilot study), wherein the ARIMA model proved to be efficient. Moreover, considering the complexity of financial time series,
combining deep learning with the concept of financial market prediction is regarded as one of the most efficient ways. Thus, an
algorithm is proposed for predicting future values wherein the special type of RNN, namely LSTM, is implemented. The results
obtained using ARIMA are compared with those obtained using the proposed LSTM model, and the same has been discussed in the
present article. Values from the beginning in the first sliding window are used to predict the price in the following window.

3 Results and Discussion

For the implementation of the discussed ARIMA model, the closing time series data were first decomposed into three components:
trend, seasonality and noise. The two-year ARIMA result concerning the stationary graph for HLV, one of the selected firms, is
represented in Figure 2.

Figure 2: ARIMA results for one of the selected firms.

For LSTM, the data obtained were initially preprocessed, wherein only the stock’s closing value was taken and mapped with the
indexes. The values were transformed in a range between 0 and 1, using the minmax scalar, as the LSTM is known to be sensitive to
the data scale. After the accomplishment of the transformation, the data was split into test and train. The split data was converted to
a dataset matrix per the LSTM model requirements. The root mean square error (RMSE) values were calculated, and the predicted
future values were plotted, as shown in Figure 3. The accuracy of the calculated value was determined as, Accuracy = 100−RMSE.
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Figure 3: LSTM results for one of the selected firms.

The consolidated results concerning the RSME values obtained using ARIMA and LSTM models for the selected data set of
the hospitality industry are given in Table 1. The same has been depicted graphically in Figure 4. From the results; it is evident
that the results obtained using the LSTM model outperform the results obtained using the ARIMA model. The average accuracy
level of values obtained using the LSTM model is 97.31%, and that obtained using the ARIMA model is 82.73%. The outstanding
effectiveness of the RNN machine learning-based LSTM method to the chosen stock market prediction issue is attributable to the
”iterative” optimization technique employed by these approaches to get optimal outcomes. Iterative refers to repeatedly obtaining
results and selecting the most ideal one, i.e., the iteration that minimizes errors. As a result, iterations aid in the transformation of
an under-fitting model into a model that is ideally suited to the data.

Table 1: Closing price and prediction accuracy comparison of LSTM and ARIMA results.

Hospitality sector Closing values Actual Accuracy

LSTM ARIMA LSTM ARIMA

HLV Limited 5.11 4.40 5.3 96.42% 83.02%
Intercontinental Hotels Group 58.88 48.46 58.95 99.88% 82.21%

Marriot International Inc. 114.07 98.93 119.28 95.63% 82.94%

Figure 4: Comparative analysis of RSME values obtained using the ARIMA and LSTM models.

Since ML methods such as LSTM employ gradient descent to enhance their models, it makes sense to put the whole dataset
through a single network numerous times to update the weights and achieve a more accurate prediction model. Another possible
cause might be the trained model’s rolling characteristic. Since a model is refined in a rolling scenario in each round, a whole
new LSTM model is being trained, and the weights are updated for each new model. The ARIMA model, though, showed a lower
accuracy; it was very well above the acceptable value of 75%. An observation is that the time taken to process the ARIMA model
was more. Thus, if faster processing devices are used or a data set with fewer empty values is used, the ARIMA model can produce
better results.
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4 Conclusion

The impact of COVID-19 on the global hospitality industry was significant. These industries suffered enormous losses during the
pandemic, and the irregularity also affected other industries. The objective of this paper was to develop models that can provide
investors with an overview of the market’s general tendencies. Three datasets were used to construct and evaluate the model for
NSE-Hotel Leela Venture (HLV) Limited, InterContinental Hotels Group (IHG), and Marriott International Incorporation (MII),
with 80% of the data used for training and 20% for testing. The accuracy achieved was acceptable (nearly greater than 75%). Two
models: ARIMA and LSTM, were used. The historical stock data for any given company is extremely extensive. RNNs, particularly
LSTM models, have memory cells that only retain relevant information for a specific step and thus produce accurate results. In this
regard, LSTM outperformed the ARIMA method because it only considers the most important variables for forecasting. During
the analysis, it was discovered that the processing time required for ARIMA is significantly longer. However, if faster processing
devices are used or a data set with fewer empty values is used, the ARIMA model can produce better results. The LSTM model
made accurate predictions but tended to fail when any attribute values were missing. In simple words, it could be concluded from
the work that the LSTM provided a better result than the ARIMA model, but then both models produce reasonably accurate results
and could be a great asset for stock traders.
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