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Abstract

The rapid expansion of Internet of Things (IoT) ecosystems has resulted in an unprecedented surge in data
generation, necessitating reliable, scalable, and secure storage mechanisms. Traditional centralized storage systems
suffer from inherent limitations such as single points of failure, limited scalability, and vulnerability to cyberattacks,
which compromise the confidentiality and availability of critical IoT data. This study introduces a blockchain-
based decentralized storage framework aimed at addressing these critical issues. By leveraging the distributed
and immutable characteristics of blockchain technology, the proposed system enhances data integrity, ensures
transparency, and facilitates trustless data exchange among heterogeneous IoT devices. The methodology includes
mathematical modeling of key performance parameters such as latency, throughput, storage efficiency, and consensus
delay. Smart contracts are integrated to automate validation and enforce rules among interconnected devices,
while redundancy mechanisms like replication and erasure coding improve storage reliability and efficiency. The
framework’s effectiveness is evaluated using simulation tools including Hyperledger Caliper and Ethereum Testnets
for blockchain behavior, and NS-3 and OMNeT++ for modeling dynamic IoT network environments. Experimental
results reveal a 30% improvement in data retrieval time, 25% gain in storage efficiency, 40% enhancement in system
resilience, and a 50% increase in transaction throughput over conventional approaches. These metrics highlight the
suitability of the proposed model for real-world applications requiring scalable and secure IoT data management, such
as healthcare monitoring, smart cities, and industrial automation. The model’s reproducibility and modularity make
it a robust solution for future research and deployment. Overall, this work demonstrates that blockchain-integrated
decentralized storage frameworks present a transformative step toward resilient and scalable IoT infrastructures.
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1. Introduction

The rapid expansion of the Internet of Things (IoT) is reshaping industries by enabling continuous interaction between
physical devices through the internet. This digital transformation produces vast amounts of real-time data that must
be securely stored, quickly retrieved, and reliably managed. Traditional centralized storage infrastructures face critical
limitations such as single points of failure, constrained scalability, and susceptibility to cyberattacks. These limitations
threaten the reliability, availability, and security of IoT ecosystems. Decentralized applications using blockchain are
increasingly explored as a foundation for next-generation communication networks such as 5G and beyond, offering
potential solutions to these architectural challenges [1]. Blockchain has emerged as a robust alternative for data
storage in distributed environments. Its features—decentralization, immutability, and cryptographic security—enable
tamper-proof records and verifiable transactions across untrusted nodes. These properties align well with the stringent
integrity and availability requirements of IoT environments, where autonomous devices must rely on accurate, auditable
data. Recent research efforts have examined blockchain’s applicability across various domains. Jie et al. proposed an
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offline payment protocol that balances security and adaptability in unreliable networks [2]. Ma et al. analyzed latency
in blockchain consensus mechanisms within mobile and edge environments [3].

Bhutta et al. offered a broad survey on blockchain’s architecture and security models [4], while Peng et al.
demonstrated a dual-layer blockchain system for verifying vaccine production records [5]. Alhussayen et al. emphasized
interoperability challenges in permissioned blockchains used by enterprises [6]. However, these studies focus on consensus
design, communication protocols, or domain-specific applications without empirically evaluating decentralized storage
models in IoT contexts. This study addresses this gap by presenting a performance-focused evaluation framework that
integrates blockchain for decentralized IoT data storage. Key performance metrics include data retrieval latency, storage
efficiency, and robustness against attack scenarios. The novelty lies in its simulation-driven analysis of decentralized
storage viability for diverse IoT scenarios, contributing practical insights for researchers and developers exploring
secure, scalable storage architectures.

2. Methods

This study adopts a quantitative framework to evaluate the performance of decentralized data storage for Internet of
Things (IoT) systems using blockchain technology. The methodology integrates mathematical models and algorithmic
steps to measure key parameters such as data transmission latency, storage efficiency, and retrieval time. Conventional
ToT solutions depend on centralized cloud servers, which introduce critical vulnerabilities including data breaches, single
points of failure, and scalability bottlenecks [5]. In contrast, blockchain offers a decentralized alternative with inherent
properties like immutability, cryptographic integrity, and peer-to-peer verification [6]. These properties are reinforced
through smart contracts that automate data handling and enable trustless interaction between IoT devices [7]. The
proposed framework incorporates performance indicators focused on scalability, latency, and energy consumption.
While blockchain increases data integrity and decentralization, it also incurs overhead in terms of transaction delay
and power usage. To balance this trade-off, advancements in consensus mechanisms such as Proof of Stake (PoS) and
Directed Acyclic Graphs (DAGs) are considered [8]. The system under study models five core components: (1) IoT data
generation, (2) data transmission to blockchain, (3) decentralized storage, (4) data retrieval, and (5) performance metric
computation. The modeling approach ensures reproducibility by explicitly defining the relationships and dependencies
using equations and algorithmic logic.

2.1. IoT Device Data Generation and Transmission

The rate of data generation by IoT devices is modeled as a time-dependent function Dgen(t), where ¢ denotes time.
The cumulative data produced up to time ¢, denoted as D(t), allows the instantaneous generation rate to be defined as:

Dynlt) = 221 1)

Once generated, the data is transmitted to a decentralized blockchain network. The transmission latency, Tias, is
influenced by the data size Dy and available network bandwidth B, and is expressed as:

Dy
ﬂat = E (2)

These expressions capture real-time throughput behavior in constrained IoT environments, facilitating accurate
performance analysis of decentralized storage systems [9, 10].

2.2. Blockchain Storage and Consensus Mechanism

Blockchain networks require consensus among participating nodes to validate and store data. Let N represent the
number of nodes in the blockchain system. The rate of block creation, governed by the employed consensus mechanism
(e.g., Proof of Work or Proof of Stake), is given by:

1

Thlock

3)

Ablock =

where Tyock is the average time to generate a block.
The total consensus latency, Tcons, combines the block creation time and propagation delay T},rop across the network:

Tcons = Tblock + Tprop (4)

This model quantifies the processing delay associated with decentralized agreement, providing insights into the
trade-offs between security and responsiveness in blockchain-backed IoT data management [11, 12]. The choice of
consensus mechanism is particularly vital in permissioned systems, where its configuration directly influences security
and performance [13].
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2.3. Storage Efficiency and Redundancy

To ensure data availability and fault tolerance in a decentralized environment, redundancy mechanisms such as
replication and erasure coding are applied. Let R denote the replication factor, and Si; the total storage capacity of
the network. The storage efficiency 7 for replication-based redundancy is given by:

p— DS
B R- Stot

7 (5)

where Dy is the size of the data.
If erasure coding is used, where k is the number of original data blocks and n is the total number of blocks including
redundancy, the efficiency improves and is defined as:

k

n= n (6)

These expressions highlight the trade-offs between redundancy and storage capacity. While replication enhances
reliability, it reduces efficiency; erasure coding offers a more optimized approach [14].

2.4. Data Retrieval and Performance Metrics

The efficiency of decentralized storage also depends on data retrieval performance. Retrieval latency Tie is defined as
the sum of the lookup time Tiookup and transfer time Tiransfor:

Tret = T‘lookup + Ttransfer (7)

To comprehensively evaluate system performance, the following key metrics are computed:

e Total Latency: The end-to-end delay from data generation to storage and retrieval:
Ttotal = ﬂat + Tcons + Tret (8)
e Throughput: The volume of data processed per unit time:

Dgen (t) (9)

Throughput =
1P Ttotal

e Storage Efficiency: As defined earlier, using either replication or erasure coding techniques.

e Security and Decentralization: Evaluated via block creation rate Apjocx and node distribution across the
network. Greater node diversity enhances system resilience against malicious attacks.

These metrics provide quantitative insight into how blockchain-based storage systems perform under different operational
conditions, enabling reproducibility and comparative analysis [15-17].

2.5. Algorithm for Decentralized IoT Data Storage

This section presents a structured algorithmic workflow to implement the proposed blockchain-based decentralized
storage for IoT systems. The method begins with input file verification, follows through blockchain uploading and
performance evaluation, and ensures data security through encryption and secure transactions. This algorithm outlines
a complete operational pipeline for secure and scalable IoT data handling using blockchain. It ensures reproducibility
for future implementations by defining explicit verification, transaction, and evaluation steps under constrained data
conditions.

2.6. System Architecture

The architecture of the proposed decentralized IoT data storage system is illustrated in Figure 1. It consists of three
main layers: data acquisition, blockchain integration, and performance evaluation. The process begins with IoT devices
generating data sent to a data collection module. This module performs initial validation and sends the validated data
for hashing. The hashed data is then uploaded to the blockchain network, where decentralized consensus mechanisms
ensure its integrity and immutability. The blockchain layer incorporates smart contracts that manage autonomous
data exchange among IoT devices. The data is stored across distributed nodes, enhancing resilience and availability.
The performance evaluation layer continuously monitors key metrics including network latency, data throughput, and
storage efficiency. Latency is assessed based on the time taken from data generation to successful recording in the
blockchain. Throughput is measured by the volume of data processed per unit time, while storage efficiency evaluates
the redundancy and utilization of decentralized resources. Security assessments validate blockchain integrity and
encryption protocols. This architecture provides a secure, fault-tolerant, and scalable solution for managing large
volumes of IoT data. Blockchain technology ensures data transparency and tamper resistance, which are critical for
applications in healthcare, smart cities, and industrial systems.
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Algorithm 1 Blockchain-based IoT Data Storage and Evaluation

Require: File F', Blockchain Network B, IoT Network
Ensure: Encrypted File M, Transaction Record T’

1: if F is valid type then

2 if F passes integrity checks then

3 fileHash < Hash(F')

4: networkLatency <— MeasureN etworkLatency()

5: UploadStatus < UploadFileToBlockchain(F, fileHash, B)
6 else

7 print "Data integrity check failed. File is not compliant."
8 return

9 end if
10: else
11: print "Invalid file type."
12: return
13: end if

14: if UploadStatus = Success then
15: for all Io1T" Device in IoT Network do

16: dataRate < MeasureDataGenerationRate(IoT _Device)
17: if dataRate > Threshold then

18: StoreInDecentralizedStorage( fileHash, IoT _Device)
19: else

20: print "Low data rate. Storage skipped."

21: end if

22: end for

23: else

24: print "Failed to upload data to blockchain."

25: return

26: end if

27: latency < CalculateT otal Latency(network Latency, UploadStatus)

28: throughput < CalculateT hroughput(dataRate, latency)

29: storageF f ficiency < FvaluateStorageE f ficiency(IoT _Network, RedundancyF actor)
30: securityLevel < BlockchainSecurity Evaluation(B, fileHash)

31: if securityLevel is sufficient then

32: M «+ Encrypt(fileHash, B)

33: T < BlockchainTransaction(M)

34: else

35: print "Security checks failed. Transaction aborted."

36: end if

37: print "Performance metrics: Latency = ", latency, ", Throughput = ", throughput, ", Storage Efficiency = ",
storageEfficiency

38: return M, T
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Figure 1: System architecture for blockchain-based decentralized IoT data storage.

3. Results and Discussion

The proposed blockchain-based decentralized IoT data storage system was evaluated using Hyperledger Caliper and
Ethereum Testnets to measure blockchain-specific metrics like latency, throughput, and confirmation time. Additionally,
NS-3 and OMNeT++ simulators were used to emulate IoT environments and attack scenarios under variable conditions.

Number of loT Devices
Block Size (MB)
Transaction Confirmation Time (sec)

Netwark Latency (ms)

Parameter

Data Storage Nodes

Attack Scenarios

0 500 1K

Figure 2: ToT Network Parameters: Overview of key simulation metrics including number of devices, block size, latency,
and attack scenarios.
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Table 1: Simulation Parameters

Parameter Value
Number of IoT Devices 1,000
Block Size 1 MB
Transaction Confirmation Time 5 sec
Network Latency 20 ms
Data Storage Nodes 50

Attack Scenarios 3

The simulated framework was tested under these conditions, producing clear performance benefits regarding speed,
integrity, and security. Key performance indicators measured are summarized in Table 2 and visualized in Figure 3.

Table 2: Performance Metrics and Improvements

Metric Value  Percentage Improvement
Data Retrieval Time 150 ms 30%
Storage Efficiency 90% 25%
System Resilience 95% 40%
Data Integrity Rate 99.9% 20%
Transaction Throughput 120 TPS 50%
Latency 30 ms 15%
200
150
E
g 100
3
50

Figure 3: Performance Metrics: Values and percentage improvements compared to baseline architecture.

The simulation outcomes confirm that blockchain-based decentralized storage significantly enhances IoT data
management in terms of performance, reliability, and security. The reduced data retrieval time (150 ms) and lowered
latency (30 ms) meet the real-time requirements of smart city infrastructure and industrial automation, where immediate
data access is critical [15]. The observed 90% storage efficiency, supported by optimized redundancy mechanisms, aligns
with prior findings emphasizing the role of erasure coding in distributed environments [14]. Additionally, the 95%
system resilience under attack scenarios validates blockchain’s robustness in resisting faults and malicious interventions,
corroborating earlier research on Sybil resistance and decentralization [12]. Blockchain’s immutable ledger structure
supported a data integrity rate of 99.9%, demonstrating tamper-resistance as noted by Zhang et al. [16]. Transaction
throughput reaching 120 TPS indicates that the architecture is scalable enough to handle large volumes of IoT traffic, as
supported by Hafid et al. [18] and recent advancements in parallel consensus schemes. Furthermore, the incorporation of
permissioned blockchains fosters interoperability and operational security, which is increasingly essential for enterprise
adoption, as noted by Alhussayen et al. [6]. These enhancements indicate that decentralized architectures secure data
and boost overall system agility, making them feasible for diverse IoT deployments across healthcare, logistics, and
energy sectors. Controlled benchmarking efforts using frameworks such as XRPL and Ethereum also validate the
consistency and repeatability of such blockchain-based deployments under diverse conditions [19]. The results reinforce
the growing consensus that decentralized, blockchain-integrated storage can overcome the challenges of centralization,
latency bottlenecks, and single-point failures, which are persistent issues in legacy IoT systems. This validates the
proposed model’s suitability for future real-world implementations.



4. Conclusion

This study presents a comprehensive evaluation of a blockchain-based decentralized storage architecture for IoT
systems, highlighting its effectiveness in addressing limitations of traditional centralized models. By integrating
blockchain with IoT networks, the proposed framework ensures enhanced data security, integrity, and availability across
distributed devices. Simulation-based testing using Hyperledger Caliper, Ethereum Testnets, and IoT-specific simulators
confirmed performance improvements across key metrics. Data retrieval time was minimized, storage efficiency reached
90%, and transaction throughput significantly improved. The system exhibited resilience against multiple attack
scenarios while maintaining high integrity and low latency. The findings confirm that decentralized storage frameworks
supported by blockchain technologies are not only feasible but also highly beneficial for future IoT deployments. The
presented methodology, mathematical modeling, and algorithmic implementation offer a reproducible pathway for
further development and testing by researchers and industry practitioners. Future work may focus on optimizing energy
consumption and deploying the framework on edge computing platforms to further enhance scalability and real-time
responsiveness.
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